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Kernel Regularized Data Uncertainty
for Action Recognition

Qingxiang Feng and Yicong Zhou, Senior Member, IEEE

Abstract— The traditional data uncertainty (DU) classifier fails
to encode the importance of each sample for solving the minimum
problem. Moreover, it considers only linear information for
classification. To overcome these, we propose four classifiers
for action recognition. They are called regularized DU (RDU)
classifier, RDU coefficient (RDUC) classifier, kernel RDU (KRDU)
classifier, and kernel RDUC (KRDUC) classifier, respectively.
Extensive experiments on four benchmark action databases
demonstrate that the proposed four classifiers achieve better
recognition rates than the traditional DU classifier and several
state-of-the-art methods. Moreover, the computation costs of the
KRDU and KRDUC classifiers are much less than that of the
DU classifier.

Index Terms— Action recognition, data uncertainty (DU),
kernel sparse representation classification, sparse-representation-
based classification (SRC).

I. INTRODUCTION

ACTION recognition systems are extremely complex
because automatic inference of action activities from

videos requires a large amount of rich activity information.
Previous research developed a lot of features selection meth-
ods [1] for the action video sequences. Some methods are
based on low-level and midlevel features, such as dense point
trajectories [2]–[4], local space–time features [5], [6], and
dense 3D gradient histograms [7]. However, these methods
have been limited in the amount of motion semantics. They
capture the low-level feature and often generate representa-
tions with inadequate discriminative information for large and
complex data. In addition, some approaches focus on obtaining
a more semantically rich and discriminative representation.
They aim at finding the information of object and scene seman-
tics [8] or human pose [9], [10], but the objective is challeng-
ing and unsolved. The method in [11] tries to use the neural
network to learn the depth feature for classification. Inspired
by the object bank method [12], Sadanand and Corso [13]
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proposed the action bank feature to obtain better high-level
representation of human action in video. The action bank [13]
explores a large amount of action detectors that ultimately
act like the bases of a high-dimensional action space. The
action bank feature is combined with a simple support vector
machine (SVM) [14], [15] classifier and obtains the good
performance for activity recognition.

In the above methods, they pay attention only to learning
the action features and using the out-of-date classifiers, such as
SVM. However, action recognition systems are also critically
dependent on classifiers. The good classifiers are quite useful
for improving the action recognition performance. Therefore,
we aim at proposing the better classifier, instead of learning
the better feature, to improve the recognition performance for
action recognition in this paper. The related classifiers are
reviewed as follows.

The nearest neighbor (NN) [16] and nearest sub-
space (NS) [17] methods are two well-known classifiers.
As the extension of NN and NS, linear regression classifi-
cation (LRC) [18], [19] develops class-specific models of the
registered users and redefines the recognition task as a linear
regression problem. LRC is based on the concept that samples
from a specific object class lie in a linear subspace [20]–[22].
Afterward, several LRC-associated approaches [23] have been
proposed, such as the kernel LRC [24] that uses the nonlinear
information instead of the linear information in LRC; nearest
regularized subspace [25] that uses Tikhonov matrix to encode
the importance of each sample for classification; neighborhood
feature line segment (NFLS) [26] that combines the feature
line and LRC for classification; double LRC [27] that utilizes
twice regression projection operations; and linear discrimi-
nation regression classification [28] and unitary regression
classification [29] that both try to let the samples of the
same class be very close such that the performance may be
improved. All the above classifiers can be treated as the class-
subspace classifiers.

Different from the class-subspace classifiers, sparse-
representation-based classification (SRC) [30], [31] adopts
all-class-space to classify the test sample. Later, several
improvements [32]–[35] have been proposed. For example,
Zhang et al. [32] proposed the collaborative-representation-
based classification (CRC), and Xu et al. [33] proposed
two-phase sparse representation (TPSR). They both solve the
L2-norm minimum problem instead of the L1-norm minimum
in SRC. Therefore, the computation costs of CRC and TPSR
are much lower than that of SRC. Fang et al. [36] proposed
the nonnegative sparse graph that solves the nonnegative sparse
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Fig. 1. Flowchart of the proposed RDU and RDUC classifiers.

coefficient such that the better sparsely coefficient is obtained.
Lai et al. [37], [38] and Yang et al. [39] all use the sparse
idea to perform the dimensionality reduction such that the
better projection space is obtained. Deng et al. [34] proposed
supposition sparse representation classification (SSRC) that
divides the training set into P (prototype) and V (variations).
The idea of SSRC is quite simple, but its performance is very
well. Xu et al. [40] proposed data uncertainty (DU) classifier
to generate the virtual samples for classification. The DU
classifier obtains the good performance for image recognition.

However, DU does not encode the importance of each
sample for solving the L2-norm minimum problem. Moreover,
DU uses only the linear information for classification, while
the kernel-based nonlinear information is also useful for clas-
sification. To overcome the first weakness of DU classifier,
this paper proposes the regularized DU (RDU) classifier and
RDU coefficient (RDUC) classifier for action recognition.
These two classifiers both use the Tikhonov matrix to encode
the importance of each sample for classification. Motivated
by the methods in [41]–[45], this paper further proposes the
kernel RDU (KRDU) classifier and kernel RDUC (KRDUC)
classifier for action recognition. The KRDU and KRDUC
classifiers not only include the kernel-based nonlinear informa-
tion, but also use the kernel-based Tikhonov matrix to encode
the importance of each sample for classification. In order
to compare the proposed four classifiers with DU classifier
and several state-of-the-art classifiers, we carry out extensive
experiments to evaluate their recognition performance on
the KTH action database [14], UCF50 action database [46],
UCF sports action database [47], and HMDB51 action data-
base [48]. The experimental results show that the proposed
four classifiers obtain the better recognition performance for
action recognition. Moreover, the KRDU and KRDUC classi-
fiers have significantly less computation cost than DU.

The rest of this paper is organized as follows. First,
we propose the RDU and RDUC classifiers in Section II.

The proposed KRDU and KRDUC classifiers are introduced
in Section III. In Section IV, a number of experiments are
presented to show the effectiveness of the proposed classifiers.
The conclusion is finally addressed in Section V.

II. PROPOSED RDU AND RDUC CLASSIFIERS

In this section, we propose two classifiers called RDU clas-
sifier and RDUC classifier. The flowchart of the two classifiers
is shown in Fig. 1. We describe the method of extending the
training set in Section II-A, selecting the valuable samples in
Section II-B, and obtaining regularized solution for minimum
problem in Section II-C. Afterward, the classification rules
of RDU and RDUC are described in Sections II-D and II-E,
respectively.

Definition: Let X = {xc
i }, c = 1, 2, . . . , M, i = 1, 2, . . . , nc

denote the prototype set, where xc
i is the i th prototype belong-

ing to the cth class, M is the number of classes, and nc is the
number of prototype samples in the cth class.

A. Extend Training Set

Form a class model Xc by stacking the q-dimensional image
vectors that belong to the same class

Xc = [
xc

1 xc
2 · · · xc

Nc

] ∈ Rq×nc . (1)

The limited training samples of each class cannot compre-
hensively reflect different variations of the class. It is a
typical small sample problem, and can be explained using
an example of image recognition. Suppose that the image
database contains the pose variations with 30° and 60°. A test
image with a pose variation of 45° may be classified into the
incorrect class because this database does not contain the pose
variation of 45°. Similarity, we may face the same problem for
other variations, such as the illumination variation. To solve
this problem, we need to produce more training samples from
the original class subspace such that the optimized subspace
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may have the capacity of better representation. One solution
is to use virtual samples of each class to increase the number
of samples. These virtual samples can be constituted as

vc
i = xc

j + xc
k

2
(2)

where j, k ∈ {1, 2, . . . , nc}, i ∈ {1, 2, . . . , lc}, and lc = Cnc
2

denotes the number of combinations. The virtual class model
Vc is represented as

Vc = [
vc

1 · · · vc
lc

] ∈ Rq×lc . (3)

The updated class model Yc = [ yc
1 · · · yc

bc
] can be consti-

tuted as

Yc = [
Xc Vc

] ∈ Rq×bc (4)

where bc = nc + lc. The entire training set can be constituted
by stacking the M class models as

Y = [
Y1 · · · Yc · · · YM

] ∈ Rq×L (5)

where L = ∑M
c bc.

B. Select Valuable Samples

The extended training set has different abilities in rep-
resenting the test sample. However, some samples in the
extended training set may have negative effects in representing
the test sample. These can be treated as improper training
samples. Therefore, the valuable training samples with positive
effects need to be selected from the extended training set.
From [22], [29], and [35], we know that the training samples
closing to the test sample are quite helpful for classifying the
test sample correctly. In order to select the valuable samples
from the entire training set, the Euclidean distance between
the test sample and each training sample will be computed by

dc
i = ||x − yc

i || (6)

where c ∈ {1, 2, . . . , M} and i ∈ {1, 2, . . . , nc}. The Euclidean
distance in (6) can be treated as similarity between the test
sample and the corresponding training sample. The smallest
distance represents the most similarity. Therefore, m useful
training samples with the smallest distance will be selected
from the entire training set. The remaining training samples
will be treated as the negative samples in representing the test
sample and will be discarded. The chosen m training samples
are used to constitute the novel training space, which can be
described as

Z = [ z1 · · · zi · · · zm ] ∈ Rq×m . (7)

C. Regularized Solution for Minimum Problem

The L1-norm-based sparse representation is time consuming
and might not satisfy the efficiency requirement of the real-
world applications. On the other hand, the L2-minimum-
based representation method is a quite simple and computation
efficient algorithm. According to [25], using the regularized
L2-minimum representation, the objective function of the
RDU and RDUC classifiers is as follows:

min ||x − Zg||22 + λ||�g||2 (8)

Algorithm 1 RDU Classifier
Require: The test sample x and the original prototype set

X = {
xc

i , c = 1, 2, . . . , M, i = 1, 2, . . . , nc
}

Ensure: The class index of x .

1: Extend the training set X as the Y by (5).

2: Select m training samples as Z by (7).

3: Calculate the Tikhonov matrix by (9).

4: The regularized coefficient g is computed by (10).

5: Compute the regularized residual of each class according
to (12).

6: The RDU classifier will classify the test sample x into the
class with the minimum regularized residual by (13).

where λ is a global regularization parameter. � is a biased
Tikhonov matrix computed by the chosen training space and
test sample x . � can be computed as

� =
⎡

⎣
||x − z1|| 0 0

· · · · · · · · ·
0 0 ||x − zm ||

⎤

⎦. (9)

According to the minimization problem in (8) and the structure
of � in (9), we know that the greater Euclidean distance
should be much less contribution toward the L2-minimum
problem. Therefore, the Tikhonov matrix in (8) can encode
the importance of each sample. The least square error is
usually utilized due to its mathematical tractability and low
computational cost [18], [25], [32]. Therefore, we solve (8)
by the least square error as

g = (Z T Z + λ�T �)−1 Z T x . (10)

D. Classification Rule of RDU

Suppose that the valuable sample zi belongs to the cth class,
i will belong to �c, that is, i ∈ �c. The valuable samples have
different contributions to represent the test sample. The num-
ber of valuable samples in each class is different. Therefore,
the sum of the contributions of the valuable samples from
each class is used to classify the test sample. The sum of the
contribution of the cth class is described as

sc =
∑

i∈�c

zi gi . (11)

Next, the residual of the test sample x and the cth class can
be calculated as

dc = ||x − sc||. (12)

The smaller residual means the greater contribution to repre-
sent the test sample. Thus, the RDU classifier selects the class
with the minimum one as given by

min
c∗ dc, c = 1, 2, . . . , M. (13)

The detailed classification procedures of the RDU classifier
are described as in Algorithm 1.
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Fig. 2. Flowchart of the proposed KRDU and KRDUC classifiers.

1) Advantages of RDU: RDU uses the Tikhonov matrix
to encode the importance of each sample for solving the
L2-minimum problem. The training sample with a greater
Euclidean distance should have a much less contribution
toward the L2-minimum problem. This is helpful for classifi-
cation. However, the DU classifier fails to consider this.

E. Classification Rule of RDUC

Similar to RDU classifier, the RDUC classifier, described
in Algorithm 2, also computes the sum of the contribution
of the cth class for classification. However, RDUC does
not calculate the regularized residual of each class while
it computes the sum of regularized coefficients of each for
classification. The sum of the regularized coefficients of the
cth class is described as

dc =
∑

i∈�c

gi (14)

where the definition of �c is the same as that in Section II-D.
The larger sum of the regularized coefficients means the
greater contribution to represent the test sample. Therefore,
the RDUC classifier selects the class with the max sum of the
regularized coefficients by

max
c∗ dc, c = 1, 2, . . . , M. (15)

The detailed classification procedures of the RDUC classifier
are shown as in Algorithm 2.

1) Advantages of RDUC: Similar to RDU, RDUC also uses
the Tikhonov matrix to encode the importance of each sample
for solving the L2-minimum problem. Thus, the Tikhonov
matrix is used to solve the L2-minimum problem that is helpful
for classification.

Moreover, RDUC utilizes the sum of regularized coefficients
of each class for classification, which is better than the residual
in DU and RDU for action recognition. We will prove this in
our experiments.

III. PROPOSED KRDU AND KRDUC CLASSIFIERS

In this section, we propose the KRDU classifier and
KRDUC classifier. The flowchart of two classifiers is shown

Algorithm 2 RDUC Classifier
Require: The test sample x and the original prototype set

X = {xc
i , c = 1, 2, . . . , M, i = 1, 2, . . . , nc}

Ensure: The class index of x .

1: Extend the training set X as the Y by (5).

2: Select m training samples as Z by (7).

3: Calculate the Tikhonov matrix by (9).

4: The regularized coefficient g is computed by (10).

5: Compute the regularized residual of each class according
to (14).

6: The RDUC classifier will classify the test sample x into the
class with the max sum of regularized coefficients by (15).

in Fig. 2. We first describe the kernel function in Section III-A,
the method of constituting the kernel matrix and test vector in
Section III-B, the method of selecting the valuable subkernel
matrix in Section III-C, regularized solution for minimum
problem in Section III-D, and the method of constituting the
model for each class in Section III-E. The classification rules
of the KRDU and KRDUC classifiers are then described in
Sections III-F and III-G, respectively.

A. Kernel Function

The kernel method is a well-known mapping technique
that maps a linear method to a high-dimensional nonlinear
counterpart. This paper uses the most popular Gaussian radial
basis function (RBF) kernel for classification. The RBF kernel
can be represented as

k(x, y) = φ(x)T φ(y) = exp

(
−||x − y||2

σ

)
(16)

where x and y are any two original samples and σ is the
parameter. In kernel methods, φ(∗) is unknown. The only way
to access the feature space is via k(∗, ∗).

B. Constitute Kernel Matrix and Test Vector

Suppose that there exists a nonlinear feature mapping func-
tion �(.) : Rq → RQ(q << Q). It maps the test sample x and
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extended training set Y in (5) into a high-dimensional feature
space as

x → �(x)

Y → �(Y ) = [�(y1) · · · �(yi ) · · · �(yL) ]. (17)

Applying the kernel trick in (16), we have a symmetric matrix
K = �(Y )T �(Y ), which can be computed as

K =

⎡

⎢⎢
⎢
⎢
⎣

k(y1, y1) k(y1, y2) · · · k(y1, yL)

k(y2, y1
1 ) k(y2, y1) · · · k(y2, y1)

· · · · · · · · · · · ·
k(yL, y1) k(yL, y1) · · · k(yL, yL)

⎤

⎥⎥
⎥
⎥
⎦

. (18)

The test vector k(., x) = �(Y )T �(x) can be computed as

k(., x) = φ(Y )T φ(x)

= [ k(y1, x) k(y2, x) · · · k(yL, x) ]T . (19)

Note that the kernel matrix K can be computed in advance
without the test sample x . Therefore, the computation cost of
constituting K may be ignored in the test phase.

C. Select Valuable Subkernel Matrix and Test Vector

The elements in the kernel matrix of the extended training
set have different representation abilities for the test vector.
Some elements in the kernel matrix are treated as improper
elements because they have negative effects in representing
the test vector. Therefore, the valuable elements with positive
effects need to be selected from the kernel matrix. Similar to
the RDU and RDUC classifiers, the valuable training samples
close to the test sample are quite helpful for classifying the
test sample. That is, the corresponding the kernel matrix of
the chosen training samples is also helpful for classification. In
order to select the valuable subkernel matrix H from the entire
kernel matrix K , the kernel-based Euclidean distance between
the high-dimensional test sample and each high-dimensional
training sample will be computed as

φ(dc
i ) = ||φ(x) − φ(yc

i )||
=

√(
φ(x) − φ

(
yc

i

))T (
φ(x) − φ

(
yc

i

))

=
√

k(x, x) − 2k
(
x, yc

i

) + k
(
yc

i , yc
i

)
(20)

where c ∈ {1, 2, . . . , M} and i ∈ {1, 2, . . . , nc}. The kernel-
based Euclidean distance in (20) can be treated as similarity
between the high-dimensional test sample and the correspond-
ing high-dimensional training sample. The smallest kernel-
based distance represents the most similarity. The chosen m
training samples with the smallest distance are used to consti-
tute the new training space F = [ f1 · · · fi · · · fm ] ∈ Rq×m .
Suppose that the index of fi in the entire training set Y is bi .
For example, fi is the 60th elements of Y , then bi = 60. The
index of the chosen subtraining set F in the entire training set
Y is represented by

B = [ b1 · · · bi · · · bm ] ∈ R1×m . (21)

Next, the valuable subkernel matrix H with a size of m × m
will be chosen from the entire kernel matrix K . The element
of valuable subkernel matrix H can be described as

Hi, j = Kbi ,b j i, j = 1, 2, . . . , m. (22)

Note that the valuable subkernel matrix H is the corresponding
kernel matrix of F . However, H is not computed by F because
the computation cost of selecting the elements from K is much
less than that of being computed by F .

The subtest vector h(., x) with a size of m will be chosen
from the entire test vector k(., x). The element of h(., x) is

h(., x)i = k(., x)bi i = 1, 2, . . . , m. (23)

The remaining elements of the kernel matrix and test vector
have negative effects for classification and will be discarded.

D. Regularized Solution for Minimum Problem

Similar to RDU and RDUC classifiers, KRDU and KRDUC
classifiers also use the L2-minimum problem for classification.
These two classifiers have the same objective function defined
as follows:

min ||h(., x) − Hg||22 + λ||�g||2 (24)

where λ is a global regularization parameter. � is a kernel-
based Tikhonov matrix defined by the chosen training space
and the test sample x . � can be computed by

� =
⎡

⎣
||φ(x) − φ( f1)|| 0 0

· · · · · · · · ·
0 0 ||φ(x) − φ( fm)||

⎤

⎦ (25)

where

||φ(x) − φ( fi )|| =
√

(φ(x) − φ( fi ))
T (φ(x) − φ( fi ))

= √
k(x, x) − 2k(x, fi ) + k( fi , fi ). (26)

According to the minimization problem in (24) and the
structure of � in (25), we know that the greater kernel-
based Euclidean distance should be much less contribution
toward the L2-minimum problem. Therefore, the kernel-
based Tikhonov matrix in (25) can encode the importance of
each training sample. The least square error is also used to
solve (24) as

g = (H T H + λ�T �)−1 H T h(., x). (27)

E. Constitute Model for Each Class

Suppose that the chosen sample fi belongs to the cth class,
i will belong to �c, and marked as i ∈ �c. The sample
set and the corresponding parameter from the cth class are
described as

Sc = [ · · · fi · · · ], i ∈ �c

Gc = [ · · · gi · · · ]T , i ∈ �c. (28)

The cth class-based kernel matrix Ec and test vector e(., x)
are described as

Ec = φ(Sc)
T φ(Sc)

e(., x) = φ(Sc)
T φ(x). (29)
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Algorithm 3 KRDU Classifier
Require: The test sample x and the original prototype set

X = {xc
i , c = 1, 2, . . . , M, i = 1, 2, . . . , nc}

Ensure: The class index of x .

1: Constitute the kernel matrix K by (18) and the test vector
k(., x) by (19).

2: Select valuable submatrix H by (22) and subtest vector
h(., x) by (23).

3: Calculate the kernel-based Tikhonov matrix � by (25).

4: The regularized coefficient g is computed by (27).

5: Constitute the class model of each by (29).

6: Compute the regularized residual of each class by (30) and
classify the test sample x into the class with the minimum
value by (31).

Note that the class-based kernel matrix Ec and test vector
e(., x) may be directly chosen from H and h(., x), and do
not need to be computed. Therefore, the computation cost of
constituting Ec and e(., x) is quite low.

F. Classification Rule of KRDU

For the KRDU classifier presented in Algorithm 3, the resid-
ual of the test sample x and the cth class can be calculated by

dc = ||φ(x) − φ(Sc)Gc||
=

√
(φ(x) − φ(Sc)Gc)

T (φ(x) − φ(Sc)Gc)

=
√

k(x, x) − 2Gc
T k(x, Sc) + Gc

T k(Sc, Sc)Gc

=
√

1 − 2Gc
T e(., x) + Gc

T EcGc. (30)

The smaller residual means the greater contribution to repre-
sent the test sample. Thus, the KRDU classifier selects the
class with the minimum residual given by

min
c∗ dc, c = 1, 2, . . . , M. (31)

The detailed classification procedures of the KRDU classifier
are described as in Algorithm 3.

1) Advantages of KRDU: KRDU uses the kernel-based
Tikhonov matrix to encode the importance of each sample
for solving the L2-minimum problem. The training samples
with a greater kernel-based Euclidean distance have much
less contribution toward the L2-minimum problem. Therefore,
the regularized solution of the L2-minimum problem with
Tikhonov matrix is helpful for classification.

Moreover, KRDU also utilizes the nonlinear information for
classification. It has much less computation cost than the linear
information in DU and RDU because the number of samples is
much less than the dimension of samples and the entire kernel
matrix can be computed in advance without the test sample x .
Our experiments will prove this later.

G. Classification Rule of KRDUC

For the KRDUC classifier presented in Algorithm 4, the
sum of kernel-based regularized coefficients of the cth class

Algorithm 4 KRDUC Classifier
Require: The test sample x and the original prototype set

X = {
xc

i , c = 1, 2, . . . , M, i = 1, 2, . . . , nc
}

Ensure: The class index of x .

1: Constitute the kernel matrix K by (18) and the test vector
k(., x) by (19).

2: Select valuable submatrix H by (22) and subtest vector
h(., x) by (23).

3: Calculate the kernel-based Tikhonov matrix � by (25).

4: The regularized coefficient g is computed by (27).

5: Constitute the class model of each by (29).

6: Compute the sum of kernel regularized coefficients of each
class by (32) and classify the test sample x into the class
with the max value by (33).

is defined by

dc = ||Gc||1. (32)

The greater sum of coefficients means the greater contribution
to represent the test sample. Thus, the KRDUC classifier
selects the class with the max sum given by

max
c∗ dc, c = 1, 2, . . . , M. (33)

The detailed classification procedures of the KRDUC clas-
sifier are described as in Algorithm 4.

1) Advantages of KRDUC: Similar to KRDU, KRDUC also
uses the kernel-based Tikhonov matrix to encode the impor-
tance of each sample for solving the L2-minimum problem.
The regularized solution of the L2-minimum problem with
Tikhonov matrix is helpful for classification.

KRDUC utilizes the nonlinear information for classification
as well. It has much less computation cost than the linear
information in DU and RDU, which is also similar to KRDU.

Furthermore, KRDUC applies the sum of kernel-based
regularized coefficients of each class for classification. This
is better than the residual in KRDU for action recognition.
The experiments show this later.

IV. EXPERIMENTAL RESULTS

To verify the performance of the four proposed classifiers
for action recognition, they are compared with several exist-
ing methods on four well-known databases. These methods
include the SVM [15], SRC [30], SSRC [34], NFLS-I [26],
NFLS-II [26], KSR [41], [42], KSRC [43], fisher discrimi-
nation dictionary learning (FDDL) [39], dictionary pair learn-
ing (DPL) [49], and DU [40]. For SVM, we use the function
provided by MATLAB. For other comparison methods, we
use the source codes provided by the corresponding authors.
The optimization parameter is set to 0.001 in our experiments.
Parameter for RBF kernel function is set as follows:

σ = 1

L

L∑

i=1

1

||yi − ymean||2 × 9
(34)

where ymean is the mean sample of all training
samples in Y .
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Fig. 3. Some action images from (a) KTH action database, (b) UCF50 action database, (c) UCF sport action database, and (d) HMDB51 action database,
respectively.

Note that this paper pays attention to proposing the better
classifiers for action recognition. The four proposed classifiers
and the DU classifier can be treated as the improvements of the
sparse-representation-based methods. Thus, we choose several
well-known classifiers and improved sparse-representation-
based methods for fair comparison.

A. Action Recognition on KTH Database

The KTH action database [14] contains six types of
human actions (walking, jogging, running, boxing, hand
waving, and hand clapping). They are performed several
times by 25 persons in four different scenarios: outdoors s1,
outdoors with scale variation s2, outdoors with different
clothes s3, and indoors s4. In the experiments, each kind of
human action contains 100 videos chosen from the database.
Several action images of the KTH action database are shown
in Fig. 3(a).

In the experiment, the high-dimensional representation of
each video provided by [13] is used for the classification
task. The experiment settings are as follows: choose 5, 10,
and 15 video features of each person from KTH action
database as the prototype set, and the rest videos are used as
the test set. We evaluate the performance of several classifiers
for action recognition. The experimental results are shown
in Table I and Fig. 4(a)–(c). It can be seen that the four
proposed classifiers obtain the better performance than other
classifiers for action recognition. The DU classifier obtains
the competitive performance compared with other SRC-based
methods. The RDUC classifier outperforms the DU classifier
by 2.66%.

TABLE I

RECOGNITION RATES OF SEVERAL CLASSIFIERS
ON KTH ACTION DATABASE

B. Action Recognition on UCF50 Database
The UCF50 action database [46] has 50 action categories,

containing real-world videos taken from the YouTube Web
site. This database can be considered as an extended version
of the YouTube database. The 50 action categories range from
common sports to daily life exercises. These videos are split
into 25 groups, and each group contains at least four action
clips. The video clips of the same group may have common
features, such as the same person, similar background, or sim-
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Fig. 4. Recognition rates of several classifiers. (a) 5-randomly, (b) 10-randomly, and (c) 15-randomly scheme on KTH action database. (d) 5-randomly,
(e) 10-randomly, and (f) 15-randomly scheme on UCF50 action database. The horizontal axis denotes the percent of chosen samples. The vertical axis denotes
the recognition rates.

ilar viewpoint. In the experiments, each kind of human action
category contains 100 videos chosen from the database. There
are 5000 videos in total for the experiments. Some action
images of the UCF50 action database are shown in Fig. 3(b).

In the experiment, each video is disposed as high-
dimensional representation according to [13] for the classi-
fication task. The experiment settings are as follows: 5, 10,
and 15 video features of each action category are selected
from the UCF50 action database as the training set, and
the rest videos are used as the test set. We evaluate the
performance of several classifiers for action recognition. The
experimental results are shown in Table II and Fig. 4(d)–(f).
We can observe that the proposed four classifiers have the

better performance than the existing classifiers for action
recognition. The RDUC classifier obtains the best performance
among the four proposed classifiers and outperforms the DU
classifier by 2.41%.

C. Action Recognition on HMDB51 Database

The HMDB51 action database [48] was collected from
a variety of sources ranging from digitized movies to
YouTube videos. This action database includes simple facial
actions, general body movements, and human interactions.
In the experiments, each kind of human action contains
100 videos chosen from the database. Several action images
of the HMDB51 action database are shown in Fig. 3(d).
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TABLE II

RECOGNITION RATES OF SEVERAL CLASSIFIERS
ON UCF50 ACTION DATABASE

In the experiment, each video is disposed as high-
dimensional representation according to [13] for classifica-
tion task. The experiment settings are as follows: 5, 10,
and 15 video features of each action are chosen from the
HMDB51 action database as the prototype set, and the rest
videos are used as the test set. We evaluate the performance
of several classifiers for action recognition. The experimental
results are shown in Table III and Fig. 5(a)–(c). From the
results, we can conclude that the four proposed classifiers
all obtain the better performance compared with existing
classifiers for action recognition. Because the HMDB51 action
database is quite complex, the recognition rates of several
classifiers are quite low.

D. Action Recognition on UCF Sport Database

The UCF sports action database [47] includes ten human
actions, which contain swinging (on the pommel horse and
on the floor), diving, kicking (a ball), weight lifting, horse
riding, running, skateboarding, swinging (at the high bar), golf
swinging, and walking. This database consists of 150 video
samples to show a large intra-class variability. Some action
images of the UCF50 action database are shown in Fig. 3(c).

In the experiment, the high-dimensional representation of
each video provided by [13] is used for the classification task.
The experiment settings are as follows: choose five, six, and
seven video features of each action from UCF sports database
as the prototype set, and the rest videos are used as the test set.
We evaluate the performance of several classifiers for action
recognition. The experimental results are shown in Table IV
and Fig. 5(d)–(f). We can observe that the proposed RDUC
classifier obtains the best performance among all compared
classifiers for action recognition. The recognition rate of

TABLE III

RECOGNITION RATES OF SEVERAL CLASSIFIERS
ON HMDB51 ACTION DATABASE

TABLE IV

RECOGNITION RATES OF SEVERAL CLASSIFIERS ON

UCF SPORT ACTION DATABASE

the RDUC classifier outperforms that of the DU classifier
by 3.65%.

E. Computation Cost
Here, the computation costs of the proposed four classifiers

and the DU classifier are discussed. We show the running time
of the classifiers on the UCF50 action databases described
in Section IV-B. This experiment is executed on MATLAB
2013a in Windows 8 on PC with 3.50 GHz and 16-GB RAM.



586 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 27, NO. 3, MARCH 2017

Fig. 5. Recognition rates of several classifiers. (a) 5-randomly, (b) 10-randomly, and (c) 15-randomly scheme on HMDB51 action database. (d) 5-randomly,
(e) 6-randomly, and (f) 7-randomly scheme on UCF sports database. The horizontal axis denotes the percent of chosen samples. The vertical axis denotes the
recognition rates.

In this experiment, we test the computation costs of these
classifiers on the UCF50 action databases. The five video
features are chosen as the training set, and the rest video
features are used as the test set. Because the recognition rates
are shown in Table II, we provide only the running time in this
section. The results are exhibited in Table V. We observe that
the DU, RDU, and RDUC classifiers obtain the competitive
computation costs. The KRDU and KRDUC classifiers have
the less computation costs than DU, RDU, and RDUC. When
the number of chosen samples becomes larger, the compu-
tation costs of DU, RDU, and RDUC increase significantly,
while the computation costs of KRDU and KRDUC increase
slightly.

F. Evaluation With Various Kernel Parameters
In (16), there is a kernel parameter in the kernel function.

The appropriate value of the kernel parameter may be helpful
for the proposed classifiers. Therefore, we further show the
performance of the proposed KRDU and KRDUC classifiers
with various kernel parameters in this section. The KTH action
database is used in this experiment. Similar to Section IV-A,
the high-dimensional representation of each video provided
by [13] is used for the classification task. Select five video
features of each person from the KTH action database as the
prototype set, and the rest videos are used as the test set.
In the experiment, the percentage of chosen samples is 30%.
The value of the kernel parameter is set as 0.000001,
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TABLE V

COMPUTATION COSTS OF SEVERAL CLASSIFIERS ON THE
UCF50 ACTION DATABASES (UNIT: SECONDS)

Fig. 6. Performance of the proposed KRDU and KRDUC classifiers with
various kernel parameter settings. The horizontal axis denotes the value of
the kernel parameter. The percentage of chosen samples is 30%.

0.0000001, 0.00000001, 0.000000001, and 0.0000000001.
Fig. 6 shows the experimental results. We can observe
that the kernel parameter indeed has the significant impact
for the proposed KRDU and KRDUC classifiers. It is
noted that we use only the parameter value computed
by (34) for the proposed classifiers in the above experiments
(Sections IV-A–IV-D). If we try to find the most appropriately
value of the kernel parameter, the proposed classifiers can
obtain the better performance.

G. Observations and Discussion

According to the above experiments and analysis,
we have several main observations and discussions as
follows.

1) This paper pays attention to proposing the better classi-
fier (rather than the better action features) to improve
the performance of action recognition. Moreover, the
proposed four classifiers and the DU classifier may be
treated as the extensions of the sparse representation.
Therefore, all comparison methods can be treated as
classifiers or the extension of the sparse representation
such that the comparison is fair. For the methods based
on feature selection [4], [11], we think that the feature

could be used in our classifiers such that the better per-
formance could be obtained. However, the comparison
is not necessary.

2) The proposed classifiers (RDU, RDUC, KRDU, and
KRDUC) outperform DU and several state-of-the-art
methods on four action databases. Meanwhile, the com-
putation costs of KRDU and KRDUC are lower than that
of DU because the number of samples is much less than
the dimension of samples and the entire kernel matrix
can be computed in advance without the test sample.
This advantage becomes significant when the number
of chosen samples increases.

3) Action recognition is critically dependent on features
and classifiers. After obtaining the feature, action recog-
nition system is similar to other recognition tasks,
such as face recognition [35], [40] and object recog-
nition. This observation can be proved in [39] and [23].
They both treat action recognition as the general classi-
fication task with the specific feature. In this paper, the
high-dimensional representation of each video provided
by [13] is used for the classification task. Therefore, the
experimental results prove that the proposed methods
have better performance than several state-of-the-art
classifiers.

V. CONCLUSION

This paper has proposed four novel classifiers for action
recognition, including the RDU, RDUC, KRDU, and KRDUC
classifiers. To improve the classification performance, the
proposed classifiers not only generate the virtual sample but
also utilize the Tikhonov matrix to encode the importance of
each sample. Moreover, the KRDU and KRDUC classifiers
further include the kernel-based nonlinear information for
classification. Thus, the proposed classifiers have achieved the
better recognition rates than the DU classifier and several
state-of-the-art methods. The experimental results have
confirmed the recognition performance of the four proposed
classifiers, and also prove that the computation costs of the
KRDU and KRDUC classifier are much less than that of the
DU classifier.
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